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Sztuczna inteligencja: prawne science czy fiction?

(Druga czesc cyklu: ,Technologie jutra juz dzi$ w zyciu rzecznika patentowego™)

Wstep
G. Hinton, A. Turing, E. Yudkowsky czy S. Hawking — te wybitne osobistosci

ze Swiata nauk Scistych w pewnym momencie swojego zycia przestrzegaly nas
przed mocg i sita sztucznej inteligencji. Zdaniem ostatniego z nich — ,Al [skrot Al od
artificial intelligence — ang. sztuczna inteligencja - dop. MGL] moze by¢ najlepsza,
albo najgorsza rzecza, jaka kiedykolwiek przydarzyta sie ludzkosci”. Niezaleznie od
tego, jakie rozstrzygniecie tego stwierdzenia przyniesie przysztos¢, nie da sie ukryc,
ze sztuczna inteligencja juz teraz odgrywa olbrzymia role w codziennym zyciu
rzecznika patentowego.
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To, czy Al stanowi bardziej fiction, czy bardziej science, zalezy od oczekiwan,
jakie stawia sie wobec tego pojecia. Jesli rozumieé sztuczng inteligencje dostownie
jako myslaca samodzielnie maszyne, zdolng do podejmowania autonomicznych
i podyktowanych okreslong strategig decyzji, tak rozumiana Al pozostaje na razie
w sferze przyszitosci. Jednak termin science-fiction oznacza fikcje opartg na nauce,
czyli rozwigzanie nieistniejgce w rzeczywistosci, ale przynajmniej teoretycznie mozliwe
z punktu widzenia praw nauki. Niewykluczone zatem, ze taka Al, jakg znamy z fan-
tastyki naukowej, jest kwestig czasu (nawet jesli bedzie to czas dos¢ odlegly). Czy w
takim razie aktualnie istnieje sztuczna inteligencja? Czym jest i jakie moze miec
zastosowanie? Jakie przyklady istniejgcej obecnie Al mozemy przytoczy¢? Jakie
konsekwencje prawne moze mie¢ jej codzienne zastosowanie? Czy Al moze byc¢
tworcg?

Czym jest sztuczna inteligencja?

Gdyby chcie¢ odpowiedzie¢ na przynajmniej czes¢ zadanych wyzej pytan
z prawnego punktu widzenia, to porzgdkujac pojecia warto siegng¢ do jednego
z mozliwych podziatéw ® i odnies¢ sie do:
= waskiej sztucznej inteligencji (ang. Narrow Al) rozumianej jako algorytmy,
w tym uczace sie, ale dedykowane tylko do konkretnego zadania (np.
rozwiazywanie CAPTHA, rozpoznawanie mowy, obstuga klienta, mecha-
nizm rekomendacji) — stanowi wiekszos¢ otaczajgcej nas dzi$ sztucznej
inteligencji, a znanymi jej przyktadami sa: Siri Apple, czy Alexa Amazon,
= o0go6lnej sztucznej inteligencji (ang. Artificial General Inteligence, AGI),
ktéra do tej pory jeszcze nie powstata, w ktérej maszyna posiadataby
inteligencje réwng ludzkiej: samoswiadomos¢ ze zdolnoscig rozwigzywania
problemoéw, uczenia sie i planowania przysztosci,
= sztucznej superinteligenciji (Artificial Super Intelligence, ASI), ktéra prze-
wyzszytaby inteligencje i mozliwosci ludzkiego mézgu.

Obecnie méwimy o waskiej sztucznej inteligencji. To do niej odnosi sie przed-
stawiony w 2021 roku przez Komisje Europejska projekt Rozporzadzenia Parla-
mentu Europejskiego i Rady Europejskiej w sprawie Sztucznej Inteligencji®. W pro-
jekcie tym sztuczng inteligencje zdefiniowano w taki sposob, aby definicja ta
W moZzliwie najwiekszym stopniu byta neutralna pod wzgledem technologicznym
i nie ulegata dezaktualizacji, biorgc pod uwage szybki rozwdj technologiczny i rozwoj
sytuacji rynkowej w dziedzinie Al”. Sztuczna inteligencja jest zatem w Akcie zdefinio-
wana z punktu widzenia funkcji, jakie moze spetniaé i sposobu, w jaki je realizuje,

5 https://www.ibm.com/pl-pl/cloud/learn/what-is-artificial-intelligence [dostep 17.10.2022]

6 Projekt (wniosek) Rozporzadzenia PE i Rady (UE), ustanawiajgcego zharmonizowane przepisy dotyczace
sztucznej inteligencji (Akt w sprawie sztucznej inteligencji) i zmieniajgcego niektére akty ustawodawcze Unii
(dalej: ,Akt"): https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=CELEX:52021PC0206 [dostep:18.03.2022 r.].
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bez szczegétowego definiowania wymogéw technologicznych, wedtug ktérych jest
wytworzona.

Akt w propozycji definicji Al zaktada, ze: ,<system sztucznej inteligencji>
oznacza oprogramowanie opracowane przy uzyciu co najmniej jednej sposrod tech-
nik i podejs¢ wymienionych w zatgczniku I, ktére moze — dla danego zestawu celéw
okreslonych przez cztowieka — generowac wyniki, takie jak tresci, przewidywania,
zalecenia lub decyzje wplywajgce na Srodowiska, z ktorymi wchodzi w interakcje”.

Techniki, ktérych zastosowanie kwalifikuje system jako sztuczng inteligencje,
to: procesy uczenia maszynowego, metody oparte na logice i wiedzy, takie jak bazy
wiedzy lub rozumowanie symboliczne, albo podejscia statystyczne, takie jak metody
wyszukiwania lub optymalizaciji.

Z projektowanej definicji wynika wiec, ze Al posiada nastepujgce cechy: jest
rozwigzaniem informatycznym opartym na programowaniu, stworzono jg w okreslo-
nym celu, a cel ten ustalit cztowiek (co w szczegélnosci oznacza, ze Al nie bedzie
mogta w rozumieniu prawnym sama stworzy¢ kolejnej Al, nawet jesli miataby takie
mozliwosci), jej funkcjg jest generowanie wynikdw w postaci np. tresci, przewidywan,
decyzji, a efekt dziatania Al oddziatuje i wchodzi w interakcje z zewnetrznym otocze-
niem’. Co istotne, system okre$lany mianem Al wykorzystuje konkretne, zaprojek-
towane w nim metody, dzieki ktérym moze dochodzi¢ do pozadanych wynikow.

Positkujgc sie Aktem, sztuczng inteligencje mozna wiec okresli¢ jako program
komputerowy o bardzo konkretnej funkcjonalnosci, polegajacej na generowaniu
rezultatdbw majgcych wptyw na otoczenie. Owe rezultaty sg przy tym niejako autono-
micznym i oryginalnym wytworem samej Al. Dla zobrazowania, w tym znaczeniu nie
bedzie takim rezultatem np. wyprodukowany przez maszyne plastikowy komponent
na wzor prototypu identycznego komponentu, wytworzony automatycznie wedtug
zaprogramowanej matrycy. Wynik generowany przez Al musi by¢ w pewnym sensie
efektem przeprowadzonych przez nig proceséw analitycznych na podstawie zaproje-
ktowanych metod opartych na logice, statystyce, obliczeniach, mechanizmie uczenia
sie lub przetwarzaniu informacji pochodzacych z wbudowanej bazy wiedzy. Innymi
stowy, Al to maszyna, ktdra ,nauczyta sie” co$ wytwarza¢ wedlug zadanych jej
parametrow wyjsciowych i ktéra wytwarza to autonomicznie, za$ efekt jej dziatania
wchodzi w interakcje z otoczeniem.

Przykiadem istniejgcej aktualnie sztucznej inteligencji moze byc¢ cyfrowa asys-
tentka marki znanej wyszukiwarki, ktérg, ogladajac film, mozemy glosowo zapytac
o wiek wystepujgcego w nim aktora. Systemy sztucznej inteligencji kojarzone sg
takze z wykorzystaniem ich w medycynie do celéw diagnozowania i oceny ryzyka
zapadania na okreslone choroby, zwtaszcza w kardiologii lub onkologii. Przywotujgc
natomiast powyzszy przyktad z wytwarzaniem plastikowych komponentéw wedtug
okreslonego wzoru, nie bedzie raczej sztuczna inteligencjg drukarka 3D.

Dlaczego w ogole prawodawca unijny postanowit uregulowaé Al, i to poten-
cjalnie w akcie bezposrednio obowigzujgcym podmioty prawa w panstwach

7 Art. 3 pkt. 1) Aktu.
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czlonkowskich? To, czym jest Al, w rozumieniu technicznym oraz prawnym (jesli
odnies¢ sie do przestanek zawartych w projektowanym Akcie), daje sie ustali¢ juz
dzisiaj na gruncie obowigzujgcych aktdw prawnych. Jesli bowiem Al w sensie
technicznym jest programem komputerowym, czyli oryginalnym opisem stworzonym
w jezyku programowania, na gruncie prawnym bedzie utworem prawno-autorskim,
zatem bedzie stosowac sie do niej rezim ustawy z dnia 4 lutego 1994 r. o prawie
autorskim i prawach pokrewnych® a juz tylko z tego wynika wiele praktycznych
wnioskow, ale tez ochrona ta wzbudza mniej emocji niz ,patentowalnos¢” sztucznej
inteligenciji.

Literalne brzmienie ustawy z dnia 30 czerwca 2000 r. Prawo wlasnosci
przemystowej i Konwencji o patencie europejskim, wylgcza mozliwos¢ udzielenia
ochrony patentowej ,programom komputerowym jako takim” ze wzgledu na abstrak-
cyjny, nietechniczny charakter oprogramowania. Zatem oprogramowanie bedzie
mogto zosta¢ objete ochrong patentowg wtedy, gdy bedzie posiadato techniczny
charakter. W $wietle orzecznictwa Europejskiego Urzedu Patentowego® o technicz-
nym charakterze oprogramowania mozemy mowi¢ miedzy innymi. wtedy, kiedy dany
program powoduje tzw. ,dalszy skutek techniczny” lub oprogramowanie jest zwigza-
ne z okreslonym urzadzeniem, co nadaje programowi komputerowemu materialny,
nie-abstrakcyjny charakter. Za J.Jezierskim mozna przytoczy¢ przyktad oprogramo-
wania wspomagajgcego okreslony nowatorski system hamulcowy. Wykluczone jest
uzyskanie patentu na program komputerowy, ktéry steruje takim systemem, nato-
miast mozliwe jest objecie ochrong patentowg okreslonego sposobu hamowania,
ktérego czescig jest sterujgcy program komputerowy.*°

Akt podchodzi do tematyki sztucznej inteligencji z punktu widzenia spofecz-
nych aspektéw jej wykorzystania. Projektodawca dostrzega potencjalne zagrozenia
zwigzane z uzyciem inteligentnych maszyn. Projekt proponuje m.in. uregulowanie
zakazanych praktyk w zakresie sztucznej inteligencji, wérdd ktérych mozna wymie-
ni¢ przyktady znane widzom sci—fi, takie jak: sztuczna inteligencja wykorzystujaca
techniki podprogowe uzywane bez Swiadomosci osoby bedacej obiektem oddziaty-
wania, w celu znieksztatcenia jej zachowania i moggca wyrzadzi¢ szkody psychiczne
lub fizyczne, sztuczna inteligencja wykorzystywana przez organy publiczne na
potrzeby oceny lub klasyfikacji os6b fizycznych, prowadzonej na podstawie ich
zachowania spotecznego, cech osobistych lub cech osobowosci, kiedy to punktowa
ocena spoteczna prowadzi do krzywdzgcego lub niekorzystnego traktowania, czy

8 Warto siegng¢ w tym zakresie do A.Tarkowska ,Ochrona warstwy dzwiekowej gry komputerowe]” w Zeszyty
Uniwersytetu Jagiellonskiego zeszyt 2 (144) 2019

9 Szeroko omoéwionego w literaturze z czego na szczegolng uwage zastuguje kilka pozycji: Marek Porzezynski
,Zdolno$¢ patentowa programoéw komputerowych”, Wydawnictwo C.H.Beck 2017, Katarzyna Chatubinska-
Jentkiewicz, Mirostaw Karpiuk, Prawo nowych technologii. Wybrane zagadnienia, Lex a Wolters Kluwer
business, Warszawa 2015, Karolina Sztobryn ,Ochrona programéw komputerowych w prawie wiasnosci
intelektualnej w Unii Europejskiej”, Lex Wolters Kluwer business, Warszawa 2015 , Prawo sztucznej inteligenc;ji
i nowych technologii pod red. B. Fischer, A. Pazik, M Swierczyniski, Wolters Kluwer Warszawa 2021

10 https://www.parp.gov.pl/component/content/article/57209:ochrona-programow-komputerowych-w-prawie-
wlasnosci-intelektualnej-czesc-ii#_edn1 [dostep 17.10.2022]
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wykorzystywanie systeméw zdalnej identyfikacji biometrycznej ,w czasie rzeczywis-
tym” w przestrzeni publicznej do celéw egzekwowania prawa.

Ponadto w projekcie znajdujg sie propozycje uregulowania systemow sztucznej
inteligencji wysokiego ryzyka, obowigzkéw dostawcow i uzytkownikéw systeméw,
wprowadzenia proceséw notyfikacji lub kodeksoéw postepowania.

Przetwarzanie danych osobowych przez Al

Istotg dziatania Al jest przetwarzanie informacji w celu wyciagniecia na ich
podstawie okreslonych wnioskdw, np. szacowania prawdopodobieristwa wystgpienia
zdarzen, wydawania diagnoz, identyfikowania ryzyk. Przetwarzanie duzej ilosci
danych okreslane jest mianem ,Big Data”. Termin ten pochodzi z lat 90-tych, ale
nabrat istotnego znaczenia w ostatnich czasach, wobec postepu technologicznego i
dostrzezenia potencjatu danych dla biznesu. Czym charakteryzuje sie to zjawisko?
W materiatach Parlamentu Europejskiego mozemy znalez¢ okres$lenie Big Data jako
pojecie odnoszgce sie m.in. do duzych i ztozonych zbioréw danych, ktérych przetwa-
rzanie, ze wzgledu na kompleksowos¢, wymaga nowoczesnych technologii, takich
jak chociazby wiasnie sztuczna inteligencja. Dane pochodza przy tym z wielu Zrédet,
a dzieki technologii ich przetwarzanie jest bardzo szybkie'*.

Uczenie maszynowe a Big Data

Czym z kolei jest uczenie maszynowe i jaki ma zwigzek z danymi? Uczenie
maszynowe to podkategoria (gataz) sztucznej inteligencji. Komputery sg w niej
nauczane, jak automatycznie doskonali¢ jakos¢ podejmowanych decyzji lub wydaj-
nos¢ poprzez nieustannie modyfikowang wiedze. Maszyna otrzymuje wiele przykta-
dow i poddawana jest nowym scenariuszom, uczac sie znajdowaé powigzania,
tendencje i wzorce miedzy informacjami w zbiorach danych®. Nalezy uznaé, ze z im
wiekszej ilosci danych korzysta Al, tym wyniki wygenerowane przez nig stajg sie
doktadniejsze. Przyktadem zastosowania uczenia maszynowego mogg by¢ techno-
logie marketingowe polegajace na formutowaniu spersonalizowanych propozycji
reklamowych w oparciu o zbieranie i analize jak najwiekszej ilosci danych o konsu-
mencie, w tym przez dostrzeganie trendéw wynikajacych z jego poprzednich zacho-
wan, przykladowo w sieci.

Wsréd informacji, z ktérych korzysta sztuczna inteligencja, moga oczywiscie
znajdowac sie tez dane osobowe. Jako przyktad jej zastosowania w takim kontek-
Scie mozna wskaza¢ chociazby systemy stuzgce do diagnozowania chordb lub
szacowania ryzyka ich wystgpienia, np. ryzyka zawatu serca, w oparciu o dane
o stanie zdrowia i dane demograficzne osoby. Zastosowanie uczenia maszynowego

11 https://www.europarl.europa.eu/news/pl/headlines/society/20210211STO97614/big-data-definicja-korzysci-
wyzwania-infografika [dostep: 29.01.2022 r.];

12 Za Osrodkiem Przetwarzania Informacji — Panstwowym Instytutem Badawczym na:
https://www.sztucznainteligencja.org.pl/slownik/ [dostgp: 29.01.2022 r.];
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w diagnostyce moze uwzglednia¢ np. wykrywanie zdarzen w oparciu o wiedze naby-
ta przez program na podstawie analizy niezmierzonej liczby zdje¢ rentgenowskich
lub opiséw badan patomorfologicznych. Inng tego typu kategorig zastosowania Al sg
systemy wykorzystujgce biometerie (rozumiang jako metody mierzenia cech ludzi i
zwierzat), rozpoznajgca unikalne biologiczne dane osobowe, wynikajgce z zacho-
wania lub anatomii, do celow identyfikacji lub ustalenia tozsamosci oséb. W konsek-
wencji w oparciu o rozpoznawanie biometryczne mozliwe jest tworzenie systemow
informatycznych stuzgcych do Swiadczenia okreslonych ustug, takich jak np. ptatno-
Sci biometryczne, wykorzystujgce uwierzytelnienie za pomoca odcisku palca, brzmie-
nia gtosu, rozpoznania teczowki oka czy tez do wydawania decyzji wzgledem danej
osoby - ostatni przyktad moze dotyczy¢ np. zwalczania przestepczosci. Kolejnym
zastosowaniem sg systemy Al, ktére mogag wykorzystywaé dane poprzez ich
profilowanie, czyli zautomatyzowane przetwarzanie danych osobowych polegajace
na analizie zachowania osoby.

W chwili obecnej podstawowym aktem prawnym majgcym zastosowanie do
przetwarzania danych osobowych przez systemy sztucznej inteligencji jest Rozpo-
rzadzenie RODO®. Czy 6w akt prawny jest dostosowany do rewolucji techno-
logicznej? Wydaje sie, ze czes¢ jego rozwigzan byta projektowana z my$lg o ochro-
nie prywatnosci w dobie digitalizacji i z uwzglednieniem wptywu nowych technologii
na zycie spofeczne, w przysztosci okaze sie jednak, na ile skutecznie obowigzujace
przepisy poradzag sobie z rozwigzywaniem probleméw ochrony prywatnosci w zet-
knieciu cztowieka ze sztuczng inteligencja.

Wsréd rozwigzan RODO, ktére mogg mie¢ szczegollne znaczenie z punktu
widzenia systemow sztucznej inteligencji, mozna wymienic: profilowanie, uwzgled-
nianie ochrony danych w fazie projektowania systemu, wymagania dla ustawien
domysinych (privacy by design, privacy by default) oraz ocene wplywu planowanych
operacji na prawa 0s6b fizycznych dokonywang przed wdrozeniem przetwarzania
(privacy impact assessment).

Profilowanie

Zgodnie z RODO, profilowaniem jest ,dowolna forma zautomatyzowanhego
przetwarzania danych osobowych, ktére polega na wykorzystaniu danych osobo-
wych do oceny niektérych czynnikéw osobowych osoby fizycznej, w szczegdlnosci
do analizy lub prognozy aspektow dotyczgcych efektow pracy tej osoby fizycznej, jej
sytuacji ekonomicznej, zdrowia, osobistych preferencji, zainteresowan, wiarygodnos-
ci, zachowania, lokalizacji lub przemieszczania sie”.**

Na gruncie ww. aktu, osoba fizyczna ma co do zasady prawo do tego, aby nie
podlega¢ decyzji opartej wylgcznie na profilowaniu i jednoczesnie wywotujgcej

13 Rozporzadzenie PE i Rady (UE) 2016/679 z dnia 27 kwietnia 2016 r. w sprawie ochrony oséb fizycznych
w zwigzku z przetwarzaniem danych osobowych i w sprawie swobodnego przeptywu takich danych oraz
uchylenia dyrektywy 95/46/WE (ogdine rozporzgdzenie o ochronie danych) (dalej RODO).

14 Art. 4 pkt. 4) RODO;
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wobec niej skutki prawne lub w inny sposob istotnie na nig wptywajacej.’®* Motyw
71 RODO jako przyktady takich decyzji wskazuje automatyczne odrzucenie wniosku
kredytowego (w oparciu o ocene ryzyka kredytowego dokonang przez program
komputerowy) lub elektroniczne metody rekrutacji odbywajgce sie bez udzialu
czynnika ludzkiego (w zakresie decyzji o zatrudnieniu lub jego braku w oparciu
o0 analize cech osoby, przeprowadzong wytgcznie przez algorytmy).

Podejmowanie decyzji wobec cziowieka w oparciu o profilowanie bedzie
jednak dozwolone w kilku przypadkach. Przyktadowo, podmiot danych moze wyrazi¢
zgode na to, by by¢ poddanym profilowaniu. Ponadto, profilowanie jest rowniez
dopuszczalne, jesli jest to wyraznie dozwolone na podstawie szczegoélnych przepi-
séw prawa, o ile takie przepisy przewidujg nalezyte srodki ochrony praw i intereséw
osoby poddanej profilowaniu®. Wspomniany motyw 71 RODO wskazuje w tym
zakresie nastepujace uzasadnione cele: zapobieganie oszustwom, uchylaniu sie od
podatkéw, czy konieczno$¢ zapewnienia bezpieczenstwa ustug administratora.
Ponadto, RODO nakftada w takiej sytuacji wymég informowania o profilowaniu
osoby, ktérej dane dotycza, a takze przewiduje jej prawo do uzyskania interwenciji
cztowieka, prawo wyrazenia wlasnego stanowiska lub do zakwestionowania decyzji
wynikajacej z profilowania. Jednocze$nie profilowanie nie powinno dotyczy¢ dzieci’.

Privacy by design, privacy by default

Art. 25 RODO wymaga, aby juz w fazie projektowania rozwigzania uwzglednic¢
techniczne i organizacyjne Srodki ochrony danych osobowych, takie jak np.
pseudonimizacja, z uwzglednieniem zwlaszcza stanu wiedzy technicznej, kosztow
wdrozenia i ryzyka naruszenia praw podmiotéw danych.®

Ponadto, domysine przetwarzanie danych, a wiec domysine ustawienia
danego programu, czy systemu, powinno zapewniac, aby przetwarzane byly wylg-
cznie dane w minimalnym, niezbednym zakresie i ilosci. Zarazem dane przetwa-
rzane w ramach ustawienn domysinych moga by¢ udostepnione nieograniczonej
liczbie os6b tylko za zgoda danej osoby.*®

Privacy impact assessment

Art. 35 RODO przewiduje, ze jezeli dany rodzaj przetwarzania danych,
w szczegolnosci z uzyciem nowoczesnych technologii, wskazuje na wysokie ryzyko
naruszenia praw i wolnosci osob fizycznych, administrator danych (np. twérca lub
producent systemu) ma obowigzek przeprowadzic¢ przed wdrozeniem ocene skutkow
planowanych operacji dla ochrony danych osobowych. Taka ocena wpltywu rozwig-
zania na prywatnos¢ jest wymagana przyktadowo w przypadku systematycznego

15 Art. 22 ust. 1 RODO;
16 Art. 22 ust. 2 RODO;
17 Motyw 71 RODO;

18 Art. 25 ust. 1 RODO;
19 Art. 25 ust. 2 RODO;
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i kompleksowego podejmowania decyzji wobec oso6b fizycznych w oparciu o profi-
lowanie, systematyczne monitorowanie na duzg skale miejsc dostepnych publicznie
lub przetwarzanie na duzg skale tzw. wrazliwych danych osobowych (np. danych
o stanie zdrowia)®. Jednym z przykltadow narzedzi nowoczesnych technologii
dziatajacych dzieki zastosowaniu sztucznej inteligencji, mogacych stuzy¢ przet-
warzaniu danych osobowych, sg coraz czesciej stosowane w réznych elektronicz-
nych urzgdzeniach oraz stosowane na co dzien boty.

Bot — wirtualny asystent

Botyka to wykorzystywanie wiedzy o zachowaniach ludzi do modelowania
i symulowania cyfrowych postaci — botow, czyli programoéw wykonujgcych pewne
czynnosci w zastepstwie cziowieka. Ich nazwa pochodzi od stowa robot — czyli
zautomatyzowanej do danych celdw maszyny. W rzeczywistosci bot to program
komputerowy dziatajgcy online, pewien zbior algorytméw odpowiadajgcych za
prowadzenie konwersacji i wszystkie dziatania z nig zwigzane. Korzysta z wkasnych
baz danych, ale ma takze mozliwos$¢ czerpania informacji z zewnetrznych Zrddet,
takich jak inne bazy danych, wyszukiwarki czy informacyjne strony internetowe.
Dzieki tej wiedzy potrafi udzieli¢ odpowiedzi na niemal kazde pytania z danego
zakresu, a jednoczesnie uczy sie ich i zapamietuje je na podstawie zadawanych mu
pytan.

Szczegoblng odmiang bota jest tzw. ,Chatter-bot”, czy tez w spolszczonej
wersji ,czatbot”. To wirtualny asystent, ktory dzieki zastosowaniu sztucznej inteli-
gencji prowadzi rozmowe za posrednictwem strony internetowej z jej uzytkownikiem.
Rozmowa ta ma charakter konwersacji na czacie. Dzieki wgranemu oprogramo-
waniu wirtualny doradca rozpoznaje zadane mu na czacie pytanie i potrafi udzieli¢
jak najbardziej dopasowanej do niego odpowiedzi. Oprocz tego moze on takze
samodzielnie nawigzywac kontakt z uzytkownikiem strony internetowej, na przxyktad
zachecajgc go do zapoznania sie z oferta.

Za pierwszego czatbota uznawana jest Eliza, sztuczny psychoterapeuta.
Stworzyt jg w 1966 r. Joseph Weizenbaum w Massachussetts Institute of Techno-
logy. Eliza byta probg realizacji projektu CMC (Computer Mediated Communi-
cations). Kolejnym projektem, najbardziej znanym na $wiecie, jest ALICE stworzona
przez Richarda Wallace’a w 1995 r. i rozwijana przez wielu fascynatow. ALICE byta
projektem otwartym, tworzonym na opracowanym do tego celu przez zespo6t ludzi
jezyku znacznikéw AIML (Artificial Intelligence Mark-up Language) na wz6r HTMLa.
Przyktadem bardzo zitozonych chatbotow sg tez zautomatyzowani inteligentni
asystenci, jak na przyklad Google Assistant i czy asystent glosu firmy Apple — Siri.

W obecnych czasach, gdy wiekszos¢ spraw zatatwiamy online, z botami spotykamy
sie praktycznie codziennie. NajczesSciej pomagajg na stronach www, jako wirtualny
asystent lub doradca, ktéry odpowiada na najczesciej zadawane pytania, opowiada

20 Art. 35 ust. 3 RODO.
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o ofercie, kieruje na wiasciwe strony serwisu, asystuje w wypetianiu formularzy,
wirtualny urzednik stworzony do pomocy na stronach urzedéw w szybkim wyszu-
kiwaniu informacji i zatatwianiu typowych spraw urzedowych, czy pomocnik w e-lear-
ningu, czyli asystent szkolen online, taki wirtualny nauczyciel, ktéry pomaga pokony-
wac kolejne etapy kurséw i szkolen.

W przypadku botéw mozemy spotka¢ dobre sposoby ich wykorzystania (jak te
wymienione wyzej — wspierajace dziatania przedsiebiorcow, urzedow i przyspie-
szajgce obstuge klienta), ale rowniez te zle — wykorzystywane do nielegalnych
dziatan. Zaliczy¢ mozna do nich tzw. ,spam boty”, czyli niechciane wiadomosci
e-mail, ktére majg zacheca¢ uzytkownika do odwiedzenia poszczegoélnych stron
w Internecie, czesto zawierajace takze ztosliwe oprogramowanie, ktére po kliknieciu
w link $ledzi nasze dzialania w sieci, boty rejestracyjne korzystajgce z danych zdo-
bytych przez spam boty po to, by rejestrowaé fatszywe konta w réznych serwisach,
czy ,fraud boty” stuzace do zawyzania raportéw marketingowych lub afiliacyjnych,
na podstawie ktdrych wyptacane sg prowizje.

Zainfekowanie sprzetu tego typu botami moze niesé dla uzytkownika nega-
tywne skutki w postaci wykradania jego danych, podszywania sie pod niego, a nawet
doprowadzi¢ do rozporzadzenia jego srodkami w niechciany sposéb, na przykiad
przez doprowadzenie do wykonania przelewu bankowego na fikcyjne konto. Dla
prawnikdw oznacza to konieczno$¢ zmierzenia sie z problemami odpowiedzialnosci
za dziatania bota oraz pozyskiwania przez niego danych. Pierwsza z kwestii wpisuje
sie w szerszy problem podziatu na silng i stabg sztuczng inteligencje. Jak zauwaza
T. Zalewski: ,z punktu widzenia informatyki, pojecie sztucznej inteligencji jest zazwy-
czaj uzywane do opisu systeméw komputerowych, ktore najpierw analizujg duze
ilosci danych w celu m.in. ich kategoryzacji i znalezienia w nich powtarzalnosci,
a nastepnie podejmujg decyzje na podstawie tych danych. Takie systemy potrafig
sie ,uczy¢” na podstawie analizowanych danych, a takze kontynuowac takg nauke
podczas swojego dziatania, w ramach ktérego sposéb podejmowania decyzji jest
optymalizowany, a baza danych i wiedzy rozszerzana. Tak dziatajgce systemy
okresla sie jako tzw. stabg sztuczng inteligencje — odrézniajgc ja od silnej sztucznej
inteligencji. Staba Al to zdolnos¢ do dziatania w sposob podobny do dziatania
inteligencji czlowieka. Natomiast silna Al to zdolnos¢ do faktycznego myslenia, czyli
myslenia w sposob niesymulowany. Przy takim zatozeniu silna Al bytaby zapewne
obdarzona swiadomoscia swego istnienia”.*

Aktualnie uregulowang przepisami kwestig jest dostep bota do danych. Aby
bot funkcjonowat prawidtowo, niezbedne jest zastosowanie duzych ilosci danych,
ktore zostajg przetworzone i stanowig podstawe do uczenia algorytméw. Rodzaje
danych réznig sie w zaleznosci od zastosowania konkretnej sztucznej inteligenciji.
Moze zatem chodzi¢ o dane takie, jak obrazy, ktére moga, ale nie musza zawierac
informacji dotyczacych konkretnych o0s6b, co trudno jednak w stu procentach

21 T. Zalewski, Rozdziat |. Definicja sztucznej inteligencji [w:] Prawo sztucznej inteligencji, red. Luigi Lai, prof.
UKSW dr hab. Marek Swierczynski, Warszawa 2020 [dostep: Legalis, 18.03.2022 r.].
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kontrolowa¢. Jednocze$nie w gre wchodzi kwestia powierzenia danych podmiotowi
obstugujacemu oprogramowanie oraz zainfekowania urzadzen zitosliwym oprogra-
mowaniem rozprowadzanym przez boty.

Ze wzgledu na potrzebe udostepnienia, jak i ochrone danych zastosowanie
do dziatan botéw majg przepisy zwigzane z ochrong danych osobowych, débr oso-
bistych (w tym wizerunku), praw autorskich, praw wlasnosci przemystowej, tajemnicy
przedsiebiorstwa, danych osobowych a takze z naruszeniem prywatnosci, kradziezg
tozsamosci czy kradziezg doébr intelektualnych. Z tego wzgledu twoércy chatbotow,
jak i ich uzytkownicy powinni odpowiednio zabezpieczy¢ sie przed niechcianymi
konsekwencjami korzystania z bota — wazne jest odpowiednie zabezpieczenie przed
zlosliwym oprogramowaniem botow nie tylko komputeréw, ale réwniez smartfonéw
i tabletow.

Na powstanie chatbota sklada sie kilka etapéw: od ustalenia zapotrzebowania
na automatyzacje danego obszaru i rozpisanie mozliwych scenariuszy, na podstawie
ktérych rozpoczyna sie prace programistyczne, ktore prowadzg do powstania
oprogramowania, konczac na testach prawidtowego dziatania i jego analizie w celu
wylapania ewentualnych bledow.

Podobnie jak w przypadku uméw dotyczacych tworzenia i wdrozenia oprogra-
mowania, umowy na stworzenie i wdrozenie chatbota powinny kompleksowo regulo-
wac powstanie, wdrozenie i obstuge takiej aplikacji. Oprécz kwestii technicznych
powstania chatbota, umowy takie powinny takze regulowac przeniesienie praw lub
udzielenie licencji na korzystanie z oprogramowania. Poza precyzyjnym okresleniem
przedmiotu przeniesienia autorskich praw majgtkowych oraz pol eksploatacji,
w umowie nalezy ustali¢ wysokos¢ wynagrodzenia z tytutu przenoszonych praw.
Tworcy oprogramowania najczesciej jednak zgadzajg sie na udostepnienie swoich
programow w ramach licencji. Wynika to z pewnej powtarzalnosci programow, ktora
sprawia, ze ich tworcy, dokonujgc odpowiednich modyfikacji, s w stanie dostoso-
wac je do potrzeb danego uzytkownika. Decydujac sie na udostepnienie programu
w ramach licencji, przy licencjodawcy pozostajg wiec wszystkie prawa do programu
i jego dokumentacji — moze je wiec dalej modyfikowac, ulepszaé, czy wykorzystywac
poszczegoblne komponenty do tworzenia innego oprogramowania. Umowa o stwo-
rzenie chatbota bedzie zatem umowa o dzieto z elementami umowy o $Swiadczenie
ustugi, jaka jest zapewnienie dostepu do oprogramowania. Utrzymanie bota w dobrej
kondycji zwykle zapewnia umowa zlecenia, wdrozenie za$ najczesciej zawiera
elementy obu umow.

Stworzenie botéw do kontaktu z klientem pozwala na automatyzacje czesci
procesow w firmach, usprawniajgc proces obstugi oraz zapewniajgc oszczednosc
czasu ikosztow zatrudnianych pracownikéw. Prawidlowo zaprogramowany bot
pozwala, pomimo automatyzacji, na indywidualne podejscie do kazdego klienta i
dopasowane do jego potrzeb. To zas, jak boty bedg wykorzystywane: do wspierania
przedsiebiorcéw, czy urzeddéw, przyspieszajac i poprawiajgc jakos¢ obstugi klienta,
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czy do nielegalnych dziatan - zalezy od twdércow botéw, od ludzi. Przynajmniej tak
diugo, jak dzieki Al boty nie uzyskajg faktycznego myslenia, czyli myslenia w sposéb
niesymulowany przez twérce, przed ktérym to czarnym scenariuszem przestrzegali
nas miedzy innymi wybitni znawcy tematu sztucznej inteligencji.

Al twérca, osobg, podmiotem praw?

Bot zwykle ma jakie$ imie. Lubimy mys$le¢, ze odpowiedzi w aplikacji
bankowej udziela nam Anna, Siri lub Alexa,m ale to oznacza, ze personalizujemy Al.
Stad o krok do pytania o potencjalng podmiotowos¢ prawng Al, w tym o jej zdolnosé
do bycia podmiotem praw autorskich, czy wynalazczych. Nie jest to juz pytanie
czysto akademickie. Okazuje sie, ze sgdownictwo niektérych panstw dopuszcza
mozliwos$¢ przyznania sztucznej inteligencji statusu wynalazcy.

Dr Stephen Thaler, naukowiec i wynalazca z Missouri jest tworca systemu
sztucznej inteligencji zwanego DABUS (Device for the Autonomous Bootstrapping of
Unified Sentience). System jest oparty na dziataniu wielu sieci neuronowych i jest
w stanie generowaé pomysty dzieki zmianom potgczeh miedzy nimi. Za pomocg
system DABUS stworzono dwa rozwigzania: pojemnik na zywnos¢ oparty o geo-
metrie fraktalng, ktérego powierzchnia posiada wiele wybrzuszen, dzieki czemu
mozliwe jest korzystanie z wielu pojemnikéw potgczonych ze sobg oraz $wiatto,
ktore, rytmicznie pulsujgc ma nasladowac aktywnosé neuronowg cztowieka.

Dr Thaler poszukiwat ochrony w réznych urzedach patentowych wskazujac
jako wynalazce system DABUS, zas$ siebie jako wiasciciela patentu na wynalazek
stworzony przez system sztucznej inteligencji DABUS.

W USA, zar6éwno Urzad Patentéw i Znakoéw Towarowych Stanéw Zjednoczo-

nych, jak i w nastepstwie odwotania, federalny sad dla wschodniej Wirginii, odrzucity
zgloszenie patentowe Thalera, argumentujgc, ze twdércg wynalazku moze byé
wytacznie cztowiek. Z tego samego powodu dwa zgtoszenia patentowe Thalera, ze
wskazaniem systemu sztucznej inteligencji jako wynalazcy, odrzucit Europejski
Urzad Patentowy.
Przetomowy sukces dr Thaler odniést w Republice Potudniowej Afryki, gdzie urzad
patentowy przyznat Thalerowi patent na wynalazek stworzony przez DABUS —
nowatorskie wykorzystanie geometrii fraktalnej. Australijski sgd federalny, pomimo
odrzucenia zgtoszenia przez australijski urzad patentowy, orzeki, ze system sztucz-
nej inteligencji posiada zdolno$¢ do uznania go za tworce wynalazku na gruncie
australijskiego prawa patentowego, jednak tylko cztowiek lub osoba prawna moze
by¢ wtascicielem patentu na taki wynalazek®.

22 http://patentblog.kluweriplaw.com/2021/09/08/robots-are-taking-over-the-patent-world-ai-systems-or-devices-
can-be-inventors-under-the-australian-patents-act/, [dostep 07.10. 2022]
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Od przyznania sztucznej inteligencji statusu twércy warto odrézni¢ przyzna-
nie jej podmiotowosci prawnej, czyli bycia podmiotem praw i obowigzkéw. Osobo-
wos¢ prawna to zdolnos¢ do samodzielnego, tj. we wtasnym imieniu, wystepo-
wania w obrocie prawnym w charakterze podmiotu praw i obowigzkow jako strona
stosunku cywilnoprawnego. Przykltadowo, w pazdzierniku 2017 r. obdarzony sztu-
czng inteligencja humanoidalny robot Sophia otrzymat obywatelstwo Arabii
Saudyjskiej.

Stad ciekawym i wartym rozwazenia pomystem jest przedstawiona przez Par-
lament Europejski koncepcja ,elektronicznej osoby prawnej’® | tak, ,majac na
uwadze, ze istnieje mozliwos¢, ze w perspektywie diugoterminowej sztuczna inteli-
gencja przewyzszy ludzkie zdolnosci intelektualne” postuluje sie ,nadanie robotom
specjalnego statusu prawnego w perspektywie dtugoterminowej, aby przynajmniej
najbardziej rozwinietym robotom autonomicznym mozna bylo nadaé status oséb
elektronicznych odpowiedzialnych za naprawianie wszelkich szkdd, jakie moglyby
wyrzadzi¢, oraz ewentualne stosowanie osobowosci elektronicznej w przypadkach
podejmowania przez roboty autonomicznych decyzji lub ich niezaleznych interakcji
z osobami trzecimi”. Czy zatem jest to krok w kierunku uznania twdérczosci two-
rzo nejna skutek podejmowania przez roboty autonomicznych decyzji lub ich nieza-
leznych interakcji z osobami trzecimi? Jak taka sytuacja wptynie na nasze bezpie-
czenstwo w zetknieciu sie ze sztuczng inteligencjg?

23 Rezolucja Parlamentu Europejskiego z 16.2.2017 r. zawierajgca zalecenie dla Komisji w sprawie przepisow
prawa cywilnego dotyczgcych robotyki (2015/2103(INL)), (Dz.Urz. UE C z 2018 r. Nr 252, s. 239); dalej jako:
rezolucja 2015/2103



