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Wstep

Po miesigcu trwania wojny w Ukrainie, w Internecie pojawito sie nagranie, w
ktérym prezydent Zelenski namawia Ukraine do poddania sie. W filmie ukrainski
przywddca ogtasza kapitulacje i informuje o oddaniu Donbasu Federacji Rosyjskiej.
Co statby sie, gdyby Ukraincy nie byli przygotowani na takg prowokacje ze strony
Rosji? W pazdzierniku 2022 r. szef tureckiej firmy produkujacej drony, Haluk
Bayraktar, otrzymat potgczenie rzekomo od premiera Ukrainy, Denysa Szmyhala.
Tak naprawde byli to rosyjscy prowokatorzy, ktérzy przy uzyciu deepfake chcieli
doprowadzi¢ do ostabienia relacji turecko-ukrairiskich. Na szczescie préba ta zostata
udaremniona.®

Prowokacje z wykorzystaniem deepfake znane bylty wczesniej. Przyktadem
moze by¢ wyemitowanie w Belgii w maju 2018 r. deepfake pokazujgcego Donalda
Trumpa wzywajacego USA do wycofania sie z porozumienia klimatycznego z
Paryza. Zamiarem belgijskiej partii Sp.a Party emitujgcej ten film, byto przyciggniecie
uwagi widzéw, a nastepnie przekierowanie ich do internetowej petycji wzywajgcej
belgijski rzad do podjecia pilniejszych dziatann na rzecz klimatu. Chociaz byt to
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falszywy film, niektérzy widzowie byli wstrza$nieci i zadali, aby partia potwierdzita
oficjalnie, ze nagranie bytlo zmontowane®. Tworcy filmu powiedzieli poézniej, ze zato-
zyli, iz zta jakos¢ deepfake wystarczy, aby widzowie byli przekonani o braku auten-
tycznosci: ,z ruchow warg jasno wynika, ze to nie byla autentyczna przemowa
Trumpa” — powiedziat Politico rzecznik Sp.a Party. W potowie lutego 2020r. na
WhatsApp pojawit sie film Manoj Tiwari, prezydenta Indii Bharatiya Janata Party.
W filmie Tiwari przemawia przekonujgco w jezyku haryanvi, dialekcie hindi uzywa-
nym przez jego potencjalnych wyborcéw’. Wideo jest fatszywe: w oryginalnym
nagraniu Tiwari mowi po angielsku. Jest to kolejny przyktad tego jak partia polityczna
wykorzystata technologie deepfake do celéw politycznych.

Co prawda bez wykorzystania warstwy wizualnej, ale oszustwa poprzez
stworzenie nagrania imitujgcego gtos innej osoby, nie sg zarezerwowane jedyne dla
politykébw. Dla przykladu: w 2019 r. dyrektor pewnej brytyjskiej firmy z branzy
energetyki dokonat przelewu na ponad 200 tys. euro po tym, jak otrzymat telefon od
osoby rzekomo zarzadzajgcej spétka nadrzedng (spotkg-matka). Z relacji The Wall
Street Journal wynika, ze dyrektor zostat poproszony o pilne przestanie pieniedzy do
wegierskiego dostawcy®. Ofiara zdarzenia twierdzi, ze gtos byt identyczny. Zawierat
nawet delikatny niemiecki akcent oraz intonacje charakterystyczng dla tej osoby.
W tym przypadku, ptatnos¢ z wegierskiego rachunku zostata natychmiast przelana
do Meksyku i dalej. To pono¢ pierwszy przypadek wykorzystania deepfake voice
(speech synthesis) w celu popetnienia przestepstwa w Europie, ale patrzgc na
“udany” efekt, z pewnosci nie ostatni® Co wiecej, pojawiajg sie juz pierwsze
ostrzezenia przed nowym rodzajem wyludzania ,na wnuczka”, wtasnie poprzez
wykorzystywanie czyjego$ gtosu i podszywanie sie w ten sposob przez telefon pod
bliska nam osobe w celu wyludzenia pieniedzy. Czym jest, wiec deepfake?
Zwlaszcza w kontekscie wtasnosci intelektualne;.

O technologii deepfake mozliwie najprosciej

Definicje ,deepfake” zaproponowat pod koniec 2018 roku republikanski sena-
tor Ben Sasse z Nebraski w ramach ustawy znanej jako “Malicious Deep Fake
Prohibition Act of 2018", jako ,nagranie audiowizualne stworzone lub zmienione
w taki sposdb, ze nagranie mogtoby falszywie wydawac sie rozsadnemu obserwato-
rowi autentycznym zapisem rzeczywistego przemoéwienia lub zachowania danej
osoby”. W takiej definicji podkreslony jest dezinformujgcy, wprowadzajacy w biad
charakter przekazu.

6 Schwartz, O. (2018) You thought fake news was bad? deepfakes are where truth goes to die [article] The
Guardian, 12 listopada 2018

7 https://inc42.com/buzz/bjp-makes-deepfake-debut-with-manoj-tiwari-video-for-delhi-elections/

8 https://www.forbes.com/sites/jessedamiani/2019/09/03/a-voice-deepfake-was-used-to-scam-a-ceo-out-of-
243000/

9 https://www.wsj.com/articles/fraudsters-use-ai-to-mimic-ceos-voice-in-unusual-cybercrime-case-11567157402
10 https://www.congress.gov/bill/115th-congress/senate-bill/3805/text
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Deepfake to technika syntezy ludzkiego obrazu oparta na sztucznej inteli-
gencji. Rozwijajac to hasto, deepfake to zbitka wyrazowa pochodzaca od stéw
z jezyka angielskiego ,deep learning,” czyli giebokie uczenie oraz ,fake”, czyli falszy-
wy, imitacja. Technologia bazuje na mozliwosci taczenia i naktadania na wyjSciowe,
zrodtowe obrazy kolejnych obrazéw. A precyzyjniej: jest to wykorzystanie sztucznej
inteligencji uzywanej do tworzenia lub modyfikowania obrazu odwzorowanej twarzy,
do tworzenia ultra-realistycznych fatszywych filméw, w ktorych ludzie moéwia i robig
rzeczy, w rzeczywisto$ci nie majagce miejsca.* Aby przekonaé sie czym jest deep-
fake warto obejrze¢ na YouTube film prezentujgcy rzekome wystgpienie Baracka
Obamy.*?

Do tej pory rozrézniamy cztery rodzaje deepfake-ow:

1. face reenactment — z ang. face — twarz, reenactment — przywrécenie,
rekonstrukcja — sterowanie mimikg danej osoby (przyktadem film Hillary
Clinton’s face is digitally ‘stitched’ onto Saturday Night Live actress Kate
McKinnon, zrédto: Derpfakes)

2. faceswap — z ang. face — twarz, swap — zamiana, dostownie zamiana
twarzy jednej osoby na twarz innej osoby (przyktadem film zrodio: The
Visual Computing Lab at TUM)

3. face generation — polega na tworzeniu zupetnie nowych obrazéw twarzy
nieistniejagcych w rzeczywistosci, Generative Adversarial Networks jest
platforma uczenia maszynowego, ktéra dziata poprzez przeciwstawienie
sobie dwadch sieci neuronowych: pierwsza generuje obraz, a druga ocenia
czy ten wynik jest realistyczny (przyktady na ThisPersonDoesNotExist.com
— jest to popularna witryna internetowa, ktéra za kazdym razem generuje
nowa twarz osoby, ktéra faktycznie nie istnieje)

4. speech synthesis — synteza mowy polega na stworzeniu modelu czyjego$
glosu, ktéry moze odczytaC tekst w taki sam sposob, jak osoba docelowa
(przyktadem narzedzie Modulate.ai)

Podsumowujgc: deepfake to zesp6t algorytmow sktadajacy sie na program kompute-
rowy stuzacy do wizualnych przerébek gtosu i twarzy.

Pojawienie sie deepfake w 2017 r. nie powinno by¢ zaskoczeniem. Skoro
tworzone sg oprogramowania, ktére nie wymagaja wielu danych, aby program maégt
»hauczy¢ sie” mimiki czy sposobu poruszania osoby (do tego w zupetnosci wystar-
czg dwa pliki: docelowy, do ktérego chcemy wprowadzi¢ zmiany i drugi, od ktérego
chcemy pozyskac ruch). Jednoczes$nie istniejg rowniez technologie, ktore po kilkuse-
kundowej probce glosu danej osoby moga odczytywa¢ dowolny tekst gtosem tej
osoby. Ostatni element, czyli dopasowanie ruchu ust pod dang Sciezke audio

11 Deepfake jako skomplikowana i gteboko fatszywa rzeczywisto$¢, Olga Wasiuta, Sergiusz Wasiuta, Studia de
Securitate 9(3) (2019) ISSN 2657-8549.
12 https://www.youtube.com/watch?v=AmUC4m6w1wo
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rowniez nie stanowi problemu. Mozliwe zatem stato sie stworzenie filmu, w ktérym
dana osoba bedzie méwita to co chcemy, a czego nigdy nie wypowiedziata
naprawde. Znanym przyktadem jest film wykorzystujgcy wizerunek Baracka
Obamy***4,

Powstaje zatem pytanie, czy w tym przypadku mamy do czynienia z twérczo-
Scig? Czy probujac dokona¢ analizy deepfake-Ow pod kgtem prawnym nalezy
odnies¢ sie do prawnych regulacji dotyczacych procesu tworzenia, czyli mozliwego
powstania dob chronionych prawami wiasnosci intelektualnej. Oczywiscie nie mamy
obecnie przepiséw prawa regulujacych wprost deepfake (zmiany prawa nie nadgzajg
za tempem postepu technologicznego ostatnich lat), ale analizujac spos6b powsta-
wania filmoéw oraz ich wykorzystywania, mozna wskazaé obecnie istniejgce normy
prawne, ktére mogg mie¢ w takim przypadku zastosowanie.

Deepfake i prawo autorskie
Na podstawie przepisow prawa autorskiego®™ mozemy chroni¢ program
komputerowy do tworzenia deepfake-éw. Zgodnie z art. 74 prawa autorskiego
programy komputerowe podlegajg ochronie jak utwory literackie, z uwzglednieniem
innych pol, zakresu dozwolonego uzytku publicznego czy praw osobistych twércow
programu komputerowego
Autorskie prawa majgtkowe do programu komputerowego obejmujg prawo do:

e reprodukcji (zwielokrotnienia) programu, w catosci lub czesci, jakimikolwiek
Srodkami i w jakiejkolwiek formie;

e tlumaczenia, przystosowania (adaptacji) programu, zmiany ukladu oraz
wprowadzania innych zmian w programie

e rozpowszechniania, w tym uzyczania lub najmu programu lub jego kopii.

Program do tworzenia deepfake-6w jest chroniony prawem autorskim i mozna
z niego korzystac jesli osoba, ktéra napisata (stworzyta) ten program udostepni go
np. na zasadzie otwartych licencji. Z jednej strony oznacza to mozliwosé udosko-
nalania programow do tworzenia deepfake (moze doj$¢ wtedy do powstania utworéw
zaleznych), a tym samym do lepszej jakosci tak powstajgcych filméw — powodujgc
ciggly rozwéj a tym samym utrudnienie wykrycia deepfake. Z drugiej strony,
udostepnienie programu do tworzenia deepfake, daje mozliwos¢ praktycznie kaz-
demu korzystania z takiego programu komputerowego i stworzenia wiasnej postaci
deepfake-owej.

13 Mack, D. (2018) This PSA About Fake News From Barack Obama Is Not What It Appears [article] Buzzfeed
News, 17 kwietnia 2018.

14 https://www.youtube.com/watch?v=AmUC4m6w1wo

15 Ustawa z dnia 4 lutego 1994 r. o prawie autorskim i prawach pokrewnych (t.j. Dz. U. z 2022 r. poz. 2509).
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Oznacza to, ze mozliwe bedzie réwniez wykorzystanie tak stworzonej postaci
deepfake-owej do celéw komercyjnych, a nie tylko prywatnych. Zatem, zaktadajgc
legalnos¢ korzystania z programu komputerowego, wazne jest kto, a raczej z jakim
zamiarem i w jaki sposOb bedzie tworzyt deepfake-owe filmy i postaci.

Zucconi wymienia 3 etapy powstania deepfake®®:

o ekstrakcja — zebranie wystarczajacej liczby obrazéw do trenowania modelu
zastepujacy twarz

e szkolenie — wyszkolenie modelu zastepujacego twarz przy uzyciu
zebranych obrazéw za pomocg autoenkodera, ktérym jest sie¢ neuronowa
skladajgca sie z dwoch czesci: kodera i dekodera (koder pobiera obraz
twarzy i kompresuje go do matego wymiaru a nastepnie dekoder
rekonstruuje twarz do jej pierwotnej formy)

e tworzenie — najtrudniejszy technicznie etap polegajgcy na wstawieniu
falszywych obrazéw do wideo (dla kazdej klatki wideo kat syntetyzowanej
twarzy musi pasowa¢ do kata gtowy osoby docelowej), wg Zucconiego to
jedyny etap procesu, ktory opiera sie na recznie napisanym kodzie, a nie na
maszynowym i dlatego jest podatny na wiecej btedéw. Tworzenie to
przypomina cyfrowy kolaz skladajacy sie z réznych elementéw. Zeby go
stworzy¢ trzeba korzysta¢ z nagran wizerunkow osoby, jej glosu oraz
nagrania osoby, ktora ,uzycza” swojego ruchu tworzonej postaci.

Czy zatem deepfake rozumiany jako film to bedzie ,utwér”, ,utwor audiowizu-
alny”? Zgodnie z art. 1 prawa autorskiego, utworem jest kazdy przejaw dziatalnosci
tworczej cztowieka. Trzeba zatem ustali¢ czy film deepfake stanowi rezultat dziatania
cztowieka. Zaktadajgc, ze co najmniej trzeci etap tworzenia deepfake wydzielony
przez Zucconiego zalezy od cziowieka to dla dalszej analizy mozemy przyjac, iz
rezultat w postaci filmu zostaje stworzony przez cziowieka. Jednak to zalozenie
bedzie btedne, gdy rezultat w postaci filmu deepfake jest wylgcznym efektem
dziatalnosci szablonowej, w przystosowanych do tego generatorach, automatycznie
bez aktu kreacji ze strony cztowieka - wowczas do powstania utworu nie dojdzie (nie
zostanie spetniona przestanka tworczej dziatalnosci cztowieka).

Dla dalszej analizy skoncentrujmy sie wytgcznie na pierwszym przypadku
(deepfake jako efekt dziatalnosci cztowieka). W tej sytuacji trzeba ustali¢ czy
potaczenie, a raczej przeksztatcenie zebranych obrazéw twarzy, zmiana jej mimiki
oraz ,wlozenie” w usta tak powstatej postaci innego tekstu powoduje, ze praca nad
tworzeniem deepfake ma tworczy, indywidualny charakter. Przyjmuje sie, ze ,cecha
twérczosci jest spetniona woéwczas, gdy istnieje subiektywnie nowy wytwor

16 Zucconi, A. (2018) An introduction to DeepFakes [blog] AZ website, 14 marca 2018.
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intelektu™’. Prof. J. Bteszynski, uwaza, ze utwor musi by¢ ,osobistg wizjg” autora,
tzn. ,musi polega¢ na uformowaniu wtasnego obrazu, zjawiska, procesu, idei”.*8

Generowanie deepfake-6w odbywa sie za pomoca programéw komputero-
wych, co nie tylko wymaga pewnych umiejetnosci, ale réwniez wczesniej zamie-
rzonej wizji autora. Zgodnie z wyrokiem Sadu Najwyzszego z dnia 25 stycznia
2006 r.** ,utworem moze byé nawet kompilacja wykorzystujgca dane powszechnie
dostepne pod warunkiem, ze ich wyb0r, segregacja, sposéb przedstawienia ma zna-
miona oryginalnosci”. Podobnie Sad Apelacyjny w Warszawie w wyroku z 26 listo-
pada 2014 r. uznal, ze ,spetnienia przestanki tworczosci (oryginalnosci i indywidu-
alnosci) utworu mozna doszukiwac¢ sie nawet w doborze, ukladzie lub uporzadko-
waniu skfadnikéw utworu, tj. poszczegoélnych ujeé czy nawet doborze podktadu
muzycznego™®. Zatem realizacja wizji autora deepfake przemawia za zakwalifikowa-
niem deepfake-6w do utworéw, z tym zastrzezeniem, iz by¢ moze nie kazda
modyfikacje lub fotomontaz, w rezultacie ktorej powstaje deepfake, bedzie mozna
uzna¢ za utwor z powodu braku indywidualnosci.

Na pewno tworcy deepfake muszg korzysta¢ z innych nagran z wizerunkéw
0s6b i muszg mie¢ drugie nagranie z ,podstawionym” gtosem: wideogram lub
fonogram. Aby skorzystac¢ z cudzego wideogramu lub fonogramu musimy mie¢ na to
zgode tego komu przystuguje prawo korzystania z wideogramu lub fonogramu. W
prawie autorskim przewidziane sg jednak wyijatki, ktore zezwalajg na wigczanie
czesci cudzego utworu lub jego przerdbke.

Jedng z takich ,instytucji” jest prawo cytatu. Ustawodawca wskazat w art. 29
prawa autorskiego, iz wolno przytacza¢ w utworach stanowigcych samoistng catos¢
urywki rozpowszechnionych utworéw oraz rozpowszechnione utwory plastyczne,
utwory fotograficzne lub drobne utwory w catosci, w zakresie uzasadnionym celami
cytatu, takimi jak wyjasnianie, polemika, analiza krytyczna lub naukowa, nauczanie
lub prawami gatunku tworczosci. Z art. 100 prawa autorskiego wynika, ze wykony-
wanie praw do artystycznych wykonan, fonogramow, wideogramow, nadan progra-
moéw, podlega odpowiednio ograniczeniom wynikajacym z przepisow art. 23-35. Tym
samym wykorzystywanie przez tworce deepfake fragmentu innego utworu, wideo-
gramu lub fonogramu moze by¢ uzasadnione prawem cytatu.

Inng mozliwg konstrukcjg jest przyjecie, ze tworca deepfake dokonat opraco-
wania utworu pierwotnego. | tutaj wazna jest regulacja art. 2 prawa autorskiego.
Zgodnie z tym przepisem rozporzadzanie i korzystanie z opracowania zalezy od

17 Tak w uzasadnieniu wyroku Sadu Najwyzszego z dnia 22 czerwca 2010r. IV CSK 359/09,
https://sip.lex.pl/#/jurisprudence/520787965?keyword=subiektywnie%20nowy

18 J. Bteszynski ,Prawo autorskie” Warszawa 1985 r. s. 40
19 Sygn.. | CK 281/05, OSN 2006, nr 11, poz. 186
20 Sygn. VI AC 212/14, Legalis
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zezwolenia tworcy utworu pierwotnego (prawo zalezne), chyba ze autorskie prawa
majatkowe do utworu pierwotnego wygasty. Dodatkowo na egzemplarzach opraco-
wania nalezy wymienic twérce i tytut utworu pierwotnego. Czyli mozna zrobi¢ ,sobie”
deepfake dla zabawy ,do szuflady”, ale na jego pokazywanie — jesli deepfake bedzie
stanowit opracowanie - trzeba uzyskac¢ zgode twdrcy materiatu pierwotnego.

Najciekawsza jest jednak analiza tworzenia deepfake-ow w kontekscie prawa
do korzystania z cudzego utworu w ramach parodii, pastiszu i karykatury. W 2015 r.
rozszerzono ten przepis o art. 29(1) prawa autorskiego podkreslajgc tym samym
specyfike takich praw gatunkéw tworczosci, jak parodia, pastisz czy karykatura jako
gatunkéw szczegolnych. Nie powinno to nikogo dziwi¢, biorgc pod uwage, ze wraz
z rozwojem technologii pojawiaja sie takze nowe gatunki tworczosci, a niektére
nabierajg zupetnie innego wymiaru. Kazdy z nas chyba kojarzy z wakaciji artystow
siedzacych na deptaku i rysujgcych karykatury znanych oséb lub nas, czyli
Swiadome przedstawienie osoby, zjawiska lub przedmiotu w sposéb zdeformowany,
ktéore ma na celu podkreslenie negatywnego charakteru elementéw, wiasciwosci,
cech. Na pewno kazdy przypadek trzeba bedzie ocenia¢ indywidulanie. Zapewne nie
zawsze sady bedg sklonne uznawad, ze ingerencja osoby produkujgcej deepfake w
prawa autorskie tworcy utworu macierzystego miesci sie w graniach parodii, pastiszu
i karykatury. To jest o tyle istotne, ze parodie, pastisz oraz karykature zalicza sie
gtéwnie do utwordw inspirowanych, poniewaz autor takiego dzieta chce przekazaé
cos$ nowego i odmiennego od tego, co bylo zawarte w utworze pierwotnym. Wow-
czas nie ma wymogu uzyskania zgody autora utworu macierzystego, ani obowigzku
zamieszczania informacji wynikajacych z art. 2 ust. 5 prawa autorskiego, czyli
wymieniania tworcy i tytutu utworu pierwotnego na egzemplarzach opracowania.

Zaréwno w przypadku korzystania z prawa cytatu, jak i w przypadku tworze-
nia opracowania czyjego$ utworu konieczne jest wskazanie zrédta, a z tym spoty-
kamy sie bardzo rzadko. Podawanie Zrodet utworéw to generalnie duzy problem
twérczosci internetowe).

Podsumowujgc. nie sposéb uznaé, ze deepfake zawsze bedg traktowane jako
utwory w rozumieniu art. 1 ust. 1 prawa autorskiego. Gdyby jednak uzna¢ konkretny
deepfake za utwor, to nalezy oceni¢ czy mamy do czynienia z utworem samoistnym,
czy tez z utworem niesamoistnym, co z punktu widzenia wykorzystania cudzej
tworczosci bedzie mialo istotne znaczenie. W tym drugim przypadku powoduje
powstanie obowigzku z art. 2 ust. 2 i 5 prawa autorskiego: uzyskania zgody na
korzystanie i rozpowszechnianie deepfake i wymienienia tworcy utworu pierwotnego.
To wydaje sie bardzo problematyczne z uwagi na rozwéj narzedzi technologicznych,
dzieki ktérym mozliwe jest przerabianie, tgczenie czy tez miksowanie cudzych
utworéw oraz pozniejsze ich rozpowszechnianie na masowa skale.?

21 K. Grzybczyk, [w:] P. Slezak, Ustawa..., komentarz do art. 2 PrAut, Legalis/el. 2017
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Nie mozna wykluczy¢, ze utwory inspirowane moga stanowi¢ parodie, pastisz
lub karykature, a wtedy nie ma potrzeby korzystania z licencji ustawowej opisanej
wart. 29 (1) prawa autorskiego. Wedlug E. Czarny-Drozdzejko ,przy ocenie
zachowania osoby wykorzystujacej cudzy utwor istotna bedzie ocena zamiaru, ktéry
jej przyswiecat. Musi on bowiem podejmowac eksploatacje cudzego utworu w celu

humorystycznym, a nie innym”.??

Deepfake a regulacje kodeksu cywilnego

Poza prawem autorskim, kolejna regulacja Scisle powigzana z deepfake-ami
to art. 23 i 24 kodeksu cywilnego. Na podstawie tych przepiséw chronione sg dobra
osobiste cziowieka. Z deepfake-ami najwiekszy zwigzek beda mialy wizerunek i gtos.
Pomimo, ze glos nie zostal wyszczegdlniony w art. 23 kodeksu cywilnego, to
w orzecznictwie potwierdzono poglad, ze gtos jest objety ochrong kodeksowg?.

O tym, czy naruszenie dobra osobistego zostato istotnie dokonane, decyduje
obiektywna ocena konkretnych okolicznosci faktycznych, nie subiektywne odczucie
osoby zainteresowanej. O bezprawnosci naruszenia za$s moze by¢é mowa wtedy,
kiedy to cudze dzialanie narusza jakie$s konkretne nakazy i zakazy. Oczywiscie,
w pojeciu  bezprawnosci czynnosci nie mieszcza sie natomiast omyiki,
niedokfadnosci, przeinaczenia i inne wadliwosci ale pozbawione cech ocennych
wobec okre$lonej osoby®.

Przy ochronie dobra osobistego jakim jest wizerunek, trzeba wréci¢ na chwile
do prawa autorskiego. Zgodnie z art. 81 prawa autorskiego, rozpowszechnianie
wizerunku wymaga zezwolenia osoby na nim przedstawionej. Zezwolenia nie
wymaga rozpowszechnianie wizerunku:

e 0soby powszechnie znanej, jezeli wizerunek wykonano w zwigzku
z petnieniem przez nig funkcji publicznych, w szczegoélnosci politycznych,
spotecznych, zawodowych;

e o0soby stanowigcej jedynie szczeg6t catosci takiej jak zgromadzenie,
krajobraz, publiczna impreza

e 0soby, ktéra otrzymata umédwiong zaptate za pozowanie.

Wizerunek znanej osoby utrwalony podczas wykonywania przez nig obowig-
zkéw stuzbowych to idealna definicja polityka. Trzeba jednak pamieta¢, by nie
przekroczy€ przy tym granicy, ktéra bedzie naruszata nie tylko wizerunek, ale takze
inne dobra osobiste np. godnos¢, dobre imie. Za przyktad moga tutaj postuzy¢ coraz
czesciej tworzone za pomoca technologii deepfake filmy pornograficzne, w ktérych
gwiazdy porno majg twarze znanych os6b — aktorow, muzykow, a nawet politykow.

22 E. Czarny-Drozdzejko, Dozwolony..., s. 204.
23 Wyrok Sadu Apelacyjnego w Gdansku z dnia 21.06.1991 r. sygn. | ACr 127/91.
24 Wyrok Sadu Apelacyjnego w Gdansku z dnia 18.02.2020 r. sygn. V ACa 606/19.
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Mozna zatem wyobrazi¢ sobie, ze tworcy deepfake bedg powotywac sie na
powyzsze wyjatki. Pytanie: czy faktycznie moga? Jesli przekroczg granice wyjatku
uzyskania zgody na rozpowszechnianie wizerunku, to osoba, ktérej to dobro
osobiste zostalo zagrozone czy naruszone poprzez wykorzystanie w deepfake moze
zadac zaréwno na podstawie art. 83 i art. 78 ust. 1 prawa autorskiego jaki i art. 24
kodeksu cywilnego:

e wstrzymania tego dziatania

e azeby osoba, ktéra dopuscita sie naruszenia, dopetnita czynnosci
potrzebnych do usuniecia jego skutkdéw, w szczegélnosci azeby ziozyta
o$wiadczenie odpowiedniej tresci i w odpowiedniej formie;

e zadoscuczynienia pienieznego lub zaptaty odpowiedniej sumy pienieznej na
wskazany cel spoteczny;

e naprawienia szkody na zasadach ogélnych, jezeli wskutek naruszenia dobra
osobistego zostata wyrzadzona szkoda majgtkowa.

Wydaje sig, ze to te przepisy bedg ochroni¢ osoby, ktérych wizerunek zostat
wykorzystany w celu stworzenia deepfake. Trzeba jednak podkresli¢c, ze aby moc
uzyska¢ ewentualne odszkodowanie lub zados¢uczynienie trzeba wskaza¢ osobe,
ktéra wyrzadzita szkode lub krzywde. | to w przypadku twércéw deepfake moze byc¢
bardzo problematyczne.

To, co potocznie nazywane jest naruszeniem prawa osobistego do wizerunku,
w praktyce oznacza naruszenie innego dobra (czci, prywatnosci, kultu pamieci osoby
zmartej, “persony”), tyle, ze za posrednictwem wizerunku. Argument, ktory najpraw-
dopodobniej moze by¢ wykorzystywany przez twoércow deepfake-6w, czyli wspom-
niany wyjatek od uzyskania zezwolenia na rozpowszechnianie wizerunku osoby
powszechnie znanej. Zezwolenie takie przystuguje tylko, gdy rozpowszechniamy
wizerunek osoby powszechnie znanej utrwalony w zwigzku z wykonywaniem przez
nig swojej funkcji publicznej czy zawodowej. Kazde inne utrwalenie i rozpowsze-
chnienie wizerunku, takze os6b znanych, ktére nie powstato w zwiazku z petnieniem
przez nich ich funkcji publicznych bedzie naruszeniem ich prawa do prywatnosci.

Jednakze nawet gdyby uznaé, ze w tym wypadku nie przekroczono granic
prywatnosci, warto rozwazy¢, czy nie zostaly naruszone inne dobra osobiste takiej
osoby. Naruszeniem tych dobr, godnosci moze byé np. narazenie tej osoby na
krytyke ze strony osob trzecich, ktére mogtyby uznac¢ za prawdziwe takie nagranie.
Takze narazenie takiej osoby na utrate zaufania publicznego w zwigzku
z wykonywanym przez nig stanowiskiem bedzie godzi¢ w jej dobra osobiste, tym
samym dajac jej prawo do obrony przed takim bezprawnych zachowaniem.
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Karne aspekty prawa autorskiego
Siegajac do przepiséw kodeksu karnego mozna zastanowi¢ sie, czy w nie-
ktérych przypadkach samo stworzenie deepfake bedzie wypetnialo znamiona prze-
stepstw przeciwko czci i nietykalnosSci cielesnej takich jak zniestawienie i zniewaga,
czy raczej przestepstwem bedzie publikowanie deepfake w Internecie.

Zniestawienie, stypizowane w art. 212 Kodeksu karnego dotyczy pomawiania
innej osoby, grupy o0soéb, instytucji, osoby prawnej lub jednostki organizacyjnej
niemajacej osobowosci prawnej o takie postepowanie lub wtasciwosci, ktére moga
ponizy¢ jg w opinii publicznej lub narazi¢ na utrate zaufania potrzebnego dla danego
stanowiska, zawodu lub rodzaju dziatalnosci podlega grzywnie albo karze ogranicze-
nia wolnosci. Jezeli sprawca dopuszcza sie czynu zniestawienia za pomocag srodkow
masowego komunikowania, podlega grzywnie, karze ograniczenia wolnosci albo
pozbawienia wolnosci do roku. Analiza przepisu od razu nasuwa pytanie, czy
stworzenie deepfake albo jego rozpowszechnianie moze stanowi¢ poméwienie.
W zwigzku z tym, ze nie istnieje precyzyjna definicja poméwienia nie sposob
przesadzi¢ czy deepfake stanie sie réwniez formg pomowienia. Poprzez pomowienie
mozna rozumie¢ przypisanie komus$ w publicznej wypowiedzi cech, pogladéw lub
czyndw, ktdre psujg mu dobrg opinie, powodujg utrate zaufania do niego, a przeciez
to nie twoérca deepfake wypowiada sie publicznie.

W art. 216 kodeksu karnego okreslono przestepstwo zniewagi, czyli: kto znie-
waza inng osobe w jej obecnosci albo chocby pod jej nieobecnosc, lecz publicznie
lub w zamiarze, aby zniewaga do osoby tej dotarta, podlega grzywnie albo karze
ograniczenia wolnosci, takze kto zniewaza inng osobe za pomocg Srodkow
masowego komunikowania, podlega grzywnie, karze ograniczenia wolnosci albo
pozbawienia wolnosci do roku. Przestepstwo zniewagi przejawia sie w ublizaniu
komus stowem lub czynem i stanowi ciezka obraze skierowang przeciwko godnosci
osobistej cztowieka®.

Katalog sposobdw popetnienia czynu zniewazenia nie zostat okreslony, zatem
mozna dojs¢ do wniosku, ze dotyczy to rozmaitego rodzaju zachowania, ktérych
wspoOlng cechg jest to, ze wyrazajg pogarde dla godnosci drugiego cziowieka.
Zniewazajace zachowanie moze przybrac posta¢ stowng (postuzenie sie wulgarnym
stownictwem), by¢ wyrazone za pomocg rysunku (np. karykatura), symboli, znakéw
albo innego rodzaju srodka przekazu (film, fotografia) czy tez gestu, ktory wyraza
brak szacunku wobec drugiej osoby. Przyjmujac, ze deepfake to film stworzony
przez jego tworce, ktdry poprzez dokonanie zamiany twarzy bedzie wyrazat pogarde
godnosci osoby, ktérej twarz zostata ,doklejona” mozna pokusic¢ sie o stwierdzenie,
ze przestepstwo zniewagi bedzie w tym wypadku odpowiednie. Jednak nie jest

25 Uchwata Sadu Najwyzszego z dnia 12.10.2017 r. sygn. SNO 32/17.
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pewne czy pogarda godnosci czlowieka bedzie miata charakter obiektywny, czy
deepfake w wigkszosci przypadkéw pozostang jedynie zniewazajace w ujeciu
subiektywnym osoby, ktdrej wizerunek zostat w deepfake wykorzystany.

Zgodnie z kodeksem karnym sprawcag jest ten kto popetnia czyn niedoz-
wolony. Ustalenie, kto jest odpowiedzialny za efekt koricowy deepfake wymaga
analizy i pogtebienia wiedzy na temat tego, kto jest tworca. Problematyczne moze
by¢ korzystanie przez tworce z programu bedacego dzietem innej osoby. Powstaje
wtedy pytanie, czy tworca programu komputerowego zezwalajgcego na tworzenie
deepfake-0w moze odpowiada¢ jako wspotsprawca, podzegacz albo pomocnik
przestepstwa? Zgodnie z kodeksem karnym odpowiada za pomocnictwo, kto
w zamiarze, aby inna osoba dokonata czynu zabronionego, swoim zachowaniem
utatwia jego popetnienie, w szczegolnosci dostarczajgc narzedzie, srodek przewozu,
udzielajac rady lub informaciji.

Na pewno odpowiedzialnos¢ bedzie ponosi¢ osoba, ktora intencjonalnie
korzysta z deepfake, np. aby wymusi¢ niekorzystne oswiadczenie czy podjecie
decyzji pod wptywem tresci deepfake. Czyli moze byc tak, ze deepfake jest tworzony
dla zartu, ale jego uzycie wymyka sie spod kontroli tworcy i finalnie stuzy popetnieniu
przestepstwa.

Po pojawianiu sie coraz doskonalszych deepfake-Ow rozpoczeto projekty
tworzenia programow wykrywajgcych deepfake, ktére zajmujg sie oceng integral-
nosci zdje¢ lub filmoéw, wykrywaniem manipulacji. Niestety ulepszanie oprogramo-
wania do wykrywania deepfake-6w przyczynia sie réwniez do tworzenia coraz
lepszych deepfake-6w. Innymi stowy programy ucza sie od programow jak
oszukiwaé programy. Skoro aplikacje stuzace wykrywaniu fake newsow powoduja,
ze stajg sie one jeszcze bardziej dopracowane nasuwa sie mysl, by zawsze
stosowaé zasade ograniczonego zaufania. Zyjemy czasach, w ktérych technologia
idzie do przodu i nie pozostaje nam nic innego jak nauczenie sie korzystania z nie;.
Whbrew pozorom, zaletg fake newsow moze by¢ zmniejszenie zaufania ludzi do
treSci znajdujgcych sie w Internecie. Jezeli dostajemy wiadomosci z nieznanego
zrodta, zawsze warto jest je zweryfikowa¢. Prawdopodobienstwo, ze duzy serwis
przekazuje fatszywe tresci jest duzo mniejsze, niz nikomu nieznany serwis, za
ktorym nie stoi zaden cztowiek.

Deepfake ,dla ludzkosci” i z ludzkim nadzorem
Na szczescie, technologia deepfake wykorzystywana jest takze do innych
celéw niz tylko do popetniania przestepstw i wprowadzania celowo w btad odbior-
cow. Studio badawcze nalezgce do Disneya (Disney Research Studio), stworzyto
swoj wiasny algorytm pozwalajgcy na w peini automatyczng wymiane twarzy
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neuronowych w obrazach i filmach w wysokiej rozdzielczosci, umozliwiajgce wyko-
rzystanie na duzym ekranie. To czym rézni sie algorytm Disneya to zwiekszanie
liczby megapikseli, dzieki czemu mozliwe jest tworzenie filméw w rozdzielczosci
1024 x 1024 pikseli czyli lepsza widocznos¢ na wiekszych ekranach. Disney
koncentruje sie na zapewnieniu stabilizacji obrazu oraz doborze oswietlenia na
podstawie tla iobiektu gltébwnego. Oczywiscie, Studio jest zainteresowane tg
technologia z komercyjnego wzgledu. Stworzenie deepfake-owych postaci pozwoli
na ,przywrécenie na srebrny ekran aktorow, ktérzy zmarli bgadz z powodu wieku lub
choroby nie sg w stanie zagra¢ w kolejnej czesci hitowej serii. Uzycie wizerunku
kultowego aktora w nowoczesnej produkcji mogtoby by¢ takze sposobem na oddanie
mu hotdu i uczczenie jego kinowych dokonan™.

Dzieki temu mozliwe bylo dokonczenie prawie gotowego filmu Gwiezdne
wojny: Skywalker. Odrodzenie po $mierci Carrie Fisher grajacej ksiezniczke Leie.
Przywracanie zmartych aktoréw do zycia dla sequeli filmowych zostato nazwane jako
.Zmartwychwstanie cyfrowe”. Sg takze pierwsze préby wykorzystania deepfake
w szeroko rozumianej medycynie. Syntezator mowy Lyrebird.ai zostat wykorzystany
do wspotpracy z organizacjg charytatywng zajmujgcg sie chorobami neuronu rucho-
wego. Wspoélpraca polega na tworzeniu cyfrowych kopii gloséw pacjentéw w celu
stworzenia sztucznego glosu — zamiennika, ktéry ludzie beda mogli wykorzystac,
gdy utracg zdolno$¢é méwienia.*

The Wall Street Journal podobno utworzyt 20-osobowy zespét Media Foren-
sics Committee, ktéry ma doradza¢ swoim dziennikarzom, jak rozpozna¢ sfatszo-
wane materialy wideo i zaprosit naukowcow do wygloszenia prelekcji na temat
najnowszych innowacji w deepfake screening.?® Jedna z form kryminalistyki mediéw
obejmuje badanie poszczegdélnych os6b w materiale filmowym pod katem pojawia-
jacych sie niespéjnosci fizjologicznych w sposobie, w jaki konstruowane sg spre-
parowane filmy. Obejmuje to sprawdzenie, czy obiekty migajg podczas nagrania
oraz czy kolor i cienie na ich skérze wydajg sie migota¢. Innym podejSciem jest
sprawdzenie akustyki filmu skorelowanej z nagrywang sceng, na przyktad z roz-
miarem pomieszczenia lub obecnoscig ludzi w tle. Eksperci nadal nie sg zgodni co
do tego, czy kryminalistyka mediow jest zdolna do badania przesiewowego deep-
fake-Ow. Narzedzie oparte na sztucznej inteligencji o nazwie FaceForensics zbadato
zbiér danych zawierajgcy pot miliona zmanipulowanych obrazéw. Wykrywalnos¢ za
jego pomocg jest zdecydowanie lepsza w poréwnaniu do ludzkich zespotow krymi-
nalistycznych.?

26 https://www.focus.pl/artykul/disney-prezentuje-deepfake-w-megarozdzielczosci-wykorzysta-ja-na-duzym-
ekranie

27 https://lyrebird.ai/work

28 Southern, L. (2019) ‘A perfect storm’: The Wall Street Journal has 21 people ‘detecting’ deepfakes [article]
Digiday, 1 lipca 2019.

29 Rossler, A. et al. (2019) FaceForensics++: Learning to Detect Manipulated Face Images:
https://arxiv.org/abs/1901.08971
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Wiaczajg sie tez giganci internetowi. Google stworzyt materiaty dydaktyczne
majace na celu wspieranie identyfikowania falszywych wiadomosci w Internecie,
ktére mozna rozszerzy¢ o tre$ci wizualne i dezinformacyjne audio®. Facebook
niedawno ogtosit zamiar stworzenia i udostepnienia zbioru danych zsyntetyzo-
wanych deepfake-6w dla ekspertéw, ktorzy starajg sie udoskonali¢ swoje narzedzia
do wykrywania deepfake. Takze Facebook prowadzi na szerokag skale weryfikacje
zamieszczanych materiatdw. We wrzes$niu 2018 r. przedstawit autorskg procedure
weryfikacji faktéw na oktadkach zdjeé i filméw obok tekstu®. Pomimo tych dziatan,
Facebook ostatnio odmowit usuniecia wielu deepfake-6w argumentujac pozostawie-
nie ich prawem do nieszkodliwej satyry.

Legalne korzystanie z deepfake

Warto wskazac rowniez préby legalizacji postugiwania sie technologig deep-
fake. Wspomniana wczesniej podjeta przez senat amerykanski préba senator Ben
Sasse zakazania “preparowania nagran audiowizualnych” znana jako “Malicious
Deep Fake Prohibition Act of 2018, nie tylko zawiera definicje ,deepfake”
podkreslajacg oszukanczy charakter nagrania, ale przede wszystkim zaktada odpo-
wiedzialno$¢ karng (grzywna czy kara pozbawienia wolnosci do 10 lat) za fakt
stworzenia deepfake, z zamiarem rozpowszechniania, w celu popetnienia czynu
karalnego czy innego deliktu. Projekt zaklada zwolnienie od odpowiedzialnosci
.,dostawcow interaktywnych ustug komputerowych” jezeli podjeliby ograniczenia
dostepu do nagran deepfake.

Dalej idace propozycje, poza odpowiedzialnoscia karng, zawiera projekt
“Deep Fakes Accountability Act™® zaproponowany w czerwcu br. przez reprezen-
tantke demokratow z Nowego Jorku Yvette Clarke. Wedlug tego aktu, nagrania
deepfake miatyby byc¢ rejestrowane w specjalnym rejestrze deepfake oraz wyraznie
oznaczone znakiem wodnym. Film powinien zawiera¢ takze oSwiadczenie pojawia-
jace sie na dole obrazu przez caly czas trwania nagrania wskazujgce, ze nagranie
zawiera zmienione elementy dZzwiekowe i wizualne oraz zwiezly opis zakresu takiej
zmiany. Brak takich oznaczen wigzalby sie z zapftata kary 150 000 USD.
W przypadku braku oznaczenia, mozliwe bytoby pociggniecie do odpowiedzialnosci
karnej, przy czym odpowiedzialno$¢ bylaby zaostrzona, gdyby technologia deepfake
zostala uzyta:

e ,z zamiarem ponizenia lub innego nekania osoby fatlszywie przedstawionej,
pod warunkiem ze zaawansowany technologicznie zapis falszywego

30 Google’s Be Internet Citizens programme: https://internetcitizens.withyoutube.com/

31 Woodford, A. (2018) Expanding Fact-Checking to Photos and Videos [article] Facebook Newsroom, 13
wrzesnia 2018.

32 https://www.congress.gov/bill/115th-congress/senate-bill/3805/text

33 https://www.congress.gov/bill/116th-congress/house-bill/3230/text
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personifikacji zawiera tresci seksualne o charakterze wizualnym i wydaje
sie, ze taka osoba wykonuje takie czynnosci seksualne lub jest w stanie
nagosci”

e ,z zamiarem spowodowania przemocy lub krzywdy fizycznej, podzegania do
konfliktu zbrojnego lub dyplomatycznego lub ingerencji w oficjalne poste-
powanie, w tym wybory, pod warunkiem, ze zaawansowane technologicznie
falszywe dane personalne faktycznie stanowity wiarygodng grozbe podze-
gania do takich”

e ,w trakcie postepowania karnego zwigzanego z oszustwem, w tym oszustw
zwigzanych z papierami warto$ciowymi i oszustwami elektronicznymi, fat-
szywg personifikacjg lub kradziezg tozsamosci”

e ,przez obce mocarstwo lub jego przedstawiciela, z zamiarem wywarcia
wptywu na krajowag debate o polityce publicznej, ingerowania w wybory
federalne, stanowe, lokalne lub terytorialne lub angazowania sie w inne
dziatania, ktérych taka wtadza nie moze zgodnie z prawem podjac”.

Przestepstwa te, podlegatyby eksterytorialnej jurysdykcji federalnej, jesli
oskarzony lub przedstawiona w nagraniu osoba bytaby obywatelem lub stale za-
mieszkiwata w Stanach Zjednoczonych. Co bardzo ciekawe, tych zasad odpowie-
dzialnosci nie stosowatoby sie do nagran ,wyprodukowanych przez urzednika
Stanéw Zjednoczonych lub jego upowaznienia, w trosce o bezpieczenstwo publiczne
lub bezpieczenstwo narodowe”.

Poza Stanami, takze w ustawodawstwach europejskich podejmowane sg
proby uregulowania tworzenia i rozpowszechniania deepfake. W 2017 roku nie-
miecki rzad przyjgt nowe prawo nakladajace kary na firmy technologiczne, ktore
zostaly zobowigzane do usuwania tresci rasistowskich lub zawierajgcych grozby,
w ciggu 24 godzin od zgtoszenia. Planuje sie zastosowanie tych regulacji do deep-
fake-Ow, ale krytycy twierdza, ze mogtoby to przynie$¢ skutki odwrotne do zamie-
rzonych i brak skutecznosci, poniewaz trudno jest zidentyfikowac tworcow deepfake,
z ktérych wielu mieszka poza terenem Niemiec. Szczegolnie krytykowane sg rozwig-
zania przyjete w Singapurze, gdzie uchwalono przepisy pozwalajace rzgdowi zgdaé
od platform administrujgcych mediami spolecznosciowymi usuniecia tresci, ktore
uwaza za fatszywe. Krytycy uwazajg, ze te rozwigzania rzad bedzie wykorzystywac
do sttumienia wolno$¢ stowa pod hastami walki z dezinformacja, co stanowi¢ bedzie
.katastrofe dla wyrazania opinii online”.**

Z naszego punktu widzenia najcenniejsze sa inicjatywy podejmowane w Unii
Europejskiej. Komisja Europejska w tzw. Akcie o sztucznej inteligencji*® przewidziata
w art. 52 ust. 3 konieczno$¢ oznaczania deepfake wskazujac, iz ,uzytkownicy

34 The Guardian (2019) Singapore fake news law a ‘disaster’ for freedom of speech, says rights group.
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systemu sztucznej inteligencji, ktéry generuje obrazy, tresci dzwiekowe lub tresci
wideo, ktore tudzaco przypominajg istniejace osoby, obiekty, miejsca lub inne
podmioty lub zdarzenia, lub ktéry tymi obrazami i treSciami manipuluje, przez co
osoba bedgca ich odbiorcg mogtaby niestusznie uzna¢ je za autentyczne lub
prawdziwe (,deepfake”), ujawniaja, ze dane tresci zostaly wygenerowane lub
zmanipulowane przez system sztucznej inteligencji.” Nie ma przy tym dalszych
wytycznych ale cel w postaci informowania o technologii deepfake zostat
wyartykutowany. Zdaniem Komisji ,jezeli system sztucznej inteligencji jest
wykorzystywany do generowania obrazow, dzwiekéw Ilub treSci wideo, ktore
W znacznym stopniu przypominajg autentyczne tresci, lub do manipulowania takimi
obrazami, dzwiekami lub treSciami wideo, powinien istnie¢ obowigzek ujawniania, ze
dane tresci wygenerowano za pomocag $rodkéw zautomatyzowanych, z zastrzez-
eniem sytuacji wyjatkowych dotyczacych zgodnych z prawem celéw (egzekwowanie
prawa, wolno$¢ wypowiedzi). Pozwala to tym osobom na dokonywanie swiadomych
wyboréw lub na wycofanie sie z danej sytuacji.”

Podsumowujgc: samo tworzenie deepfake, a takze ich dystrybuowanie moze
by¢ zgodne z prawem. Problem magtby pojawi¢ sie wowczas, gdyby zmanipulowany
materiat filmowy dostal sie w niepowotane rece. Mozna wyobrazi¢ sobie
zdestabilizowanie demokracji np. przez pokazanie przed dniem wyboréw polityka
zaangazowanego w dziatalno$¢ przestepczg albo przedstawienie zotnierza USA
palagcego Koran®. Potwierdzeniem realnos$ci takiej sytuacji sg przyktady wskazane
na poczatku tego artykutu.

Oczywiscie deepfake wykorzystane do celdw rozrywkowych pomagaja reali-
zowac coraz to ciekawsze wizje twércow, w odpowiednich rekach moga zdziata¢
wiele dobrego, jednak trafiajgc w te nieodpowiednie stajg sie zagrozeniem dla
innych. Na pewno tworzenie deepfake miesci sie w obowigzujacych przepisach.
Trudniej przypisa¢ aktualne regulacje do skutkdw rozpowszechniania nagran
zawierajacych deepfake. Istotne jest to, w jaki spos6b nagrania powstate przy uzyciu
technologii deepfake beda wykorzystywane. W dalszej perspektywie korzystanie z
nich bedzie miato duzy wptyw na ich unormowanie i to, czy ich wykorzystywanie
bedzie nadzorowane czego dowodem sg nie tylko amerykanskie ale takze euro-
pejskie regulacje. Nasuwa sie pytanie, czy poza USA i Europag Swiat uzna potrzebe
regulowania deepfake?

35 Rozporzadzenie Parlamentu Europejskiego i Rady ustanawiajace zharmonizowane przepisy dotyczace
sztucznej inteligencji (Akt w sprawie sztucznej inteligenciji) i zmieniajgce niektére akty ustawodawcze Unii;
https://eur-lex.europa.eu/legal-content/PL/TXT/?qid=1623335154975&uri=CELEX%3A52021PC0206 [dostep
grudzien 2022]

36 Chesney, R. and Citron, D. (2019) Deepfakes and the new disinformation war. Foreign Affairs, styczen/luty
2019
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Jednakze nie tylko deepfake zagraza szeroko pojetemu cyberbezpieczen-
stwu. Poza dezinformacjg szerzong przez fake newsy i falszywe konta, pojawia sie
nowe pojecie tzw. ,Internetu rzeczy” - (IoT — Internet of Thing). Rzeczy, ktore ,wtta-
czajg" nasze dane do Internetu. Juz nie tylko pojedynczy ruch myszka, klikniecie,
zalogowanie na stronie internetowej, zakup, nasze kontakty, zainteresowania, adres
IP, czas dostepu, diugosc¢ trwania sesji, rodzaj uzywanego oprogramowania, lokali-
zacje urzgdzenia — wszystko w sieci jest na biezgco rejestrowane, analizowane
i oceniane — do sieci dostajg sie dane o naszej lokalizacji, o upodobaniach,
parametrach zdrowia... przez kazdg aktywnoscig na wyswietlaczu smartfona, wadze
tazienkowej, smartwatche z pulsoksymetrem. O tych ,rzeczach” w kontekscie praw
wiasnosci intelektualnej w kolejnym artykule tego cyklu.



